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Transformer-Based Deep Neural Networks
•models learn the 

probabilistic patterns 
in training data
• text, images, other 

media

• they can generate 
new data with similar 
patterns

Source: 
Théâtre D'opéra Spatial generated by Midjourney from prompt by Jason M. Allen  



Pre-Trained Large Language Models

• trained to predict an element given some input
• predict a missing word
• I ### to drink coffee  
• BERT, PaLM-2

• predict the next word
• I like to drink …   
• ChatGPT, GPT-4

• fine-tuned using human feedback

###  ⇒ like

…  ⇒ coffee



Next-Word Predictions by Humans and GPT-2
ARTICLESNATURE NEUROSCIENCE

GPT-2 (ref. 8). GPT-2 is a pretrained autoregressive language model 
with state-of-the-art performance on tasks related to reading com-
prehension, translation, text summarization and question answer-
ing. GPT-2 is trained by maximizing the log-probability of a token 
given its 1,024 past tokens (context, for a full description see ref. 7).  
For each word in the transcript, we extracted the most probable 
next-word prediction as a function of context. For example, GPT-2 
assigned a probability of 0.82 to the upcoming word ‘monkeys’ when 
it received the preceding words in the story as contextual input: ‘…
So after two days of these near misses, he changed strategies. He put 
his camera on a tripod and threw down some cookies to try to entice 
the _______.’. Human predictability scores and GPT-2 estimations 
of predictability were highly correlated (Fig. 2e; r = 0.79, P < 0.001). 

In this case, the most probable next-word prediction for both GPT-2 
and humans was ‘monkeys’. In 49.1% of the cases, the most prob-
able human prediction and the most probable GPT-2 prediction 
matched (irrespective of accuracy). For baseline comparison, we 
reported the same agreement measure with human prediction for 
2- to 5-gram models in Extended Data Fig. 1 (Methods). Regarding 
accuracy, GPT-2 and humans jointly correctly and incorrectly pre-
dicted 27.6% and 54.7% of the words, respectively. Only 9.2% of the 
words that humans predicted correctly were not correctly predicted 
by GPT-2, and only 8.4% of the words correctly predicted by GPT-2 
were not correctly predicted by humans (Extended Data Fig. 2).

Finally, we compared the match between the confidence level and 
the accuracy level of GPT-2 and human predictions. For example, if 

(Ira Glass) So there's some places where animals almost
never go, places that are designed by humans for humans.
This act ends up in a place like that, but it starts about as far
from there as you can get. Dana Chivvis explains.

(Dana Chivvis) Our story begins deep in the rainforests of
Indonesia on an island called Sulawesi. A few years ago, the
photographer David Slater traveled there from his home in
England to photograph a troop of monkeys.
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Fig. 2 | Behavioral assessment of the human ability to predict forthcoming words in a natural context. a, The stimulus was transcribed for the behavioral 
experiment. b, A ten-word sliding window was presented in each trial, and participants were asked to type their prediction of the next word. Once entered, 
the correct word is presented, and the window slides forward by one word. c, For each word, we calculated the proportion of participants that predicted 
the forthcoming word correctly. d, Human predictability scores across words. e, Human predictability scores versus GPT-2’s predictability scores for each 
upcoming word in the podcast. f, Match between assigned probability for humans and GPT-2 and the actual accuracy for their top-one predictions.  
g, Correlation between human predictions and GPT-2 predictions (as reported in d) for different context window lengths ranging from 2 to 1,024 preceding 
tokens (blue). Correlation between human predictions and 2- to 5-gram model predictions (orange).
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Source: Goldstein et al., Nature Neuroscience, 2022



Humans and GPT-2 Make Similar Predictions

Source: Goldstein et al., Nature Neuroscience, 2022

ARTICLESNATURE NEUROSCIENCE

GPT-2 (ref. 8). GPT-2 is a pretrained autoregressive language model 
with state-of-the-art performance on tasks related to reading com-
prehension, translation, text summarization and question answer-
ing. GPT-2 is trained by maximizing the log-probability of a token 
given its 1,024 past tokens (context, for a full description see ref. 7).  
For each word in the transcript, we extracted the most probable 
next-word prediction as a function of context. For example, GPT-2 
assigned a probability of 0.82 to the upcoming word ‘monkeys’ when 
it received the preceding words in the story as contextual input: ‘…
So after two days of these near misses, he changed strategies. He put 
his camera on a tripod and threw down some cookies to try to entice 
the _______.’. Human predictability scores and GPT-2 estimations 
of predictability were highly correlated (Fig. 2e; r = 0.79, P < 0.001). 

In this case, the most probable next-word prediction for both GPT-2 
and humans was ‘monkeys’. In 49.1% of the cases, the most prob-
able human prediction and the most probable GPT-2 prediction 
matched (irrespective of accuracy). For baseline comparison, we 
reported the same agreement measure with human prediction for 
2- to 5-gram models in Extended Data Fig. 1 (Methods). Regarding 
accuracy, GPT-2 and humans jointly correctly and incorrectly pre-
dicted 27.6% and 54.7% of the words, respectively. Only 9.2% of the 
words that humans predicted correctly were not correctly predicted 
by GPT-2, and only 8.4% of the words correctly predicted by GPT-2 
were not correctly predicted by humans (Extended Data Fig. 2).

Finally, we compared the match between the confidence level and 
the accuracy level of GPT-2 and human predictions. For example, if 

(Ira Glass) So there's some places where animals almost
never go, places that are designed by humans for humans.
This act ends up in a place like that, but it starts about as far
from there as you can get. Dana Chivvis explains.

(Dana Chivvis) Our story begins deep in the rainforests of
Indonesia on an island called Sulawesi. A few years ago, the
photographer David Slater traveled there from his home in
England to photograph a troop of monkeys.
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Fig. 2 | Behavioral assessment of the human ability to predict forthcoming words in a natural context. a, The stimulus was transcribed for the behavioral 
experiment. b, A ten-word sliding window was presented in each trial, and participants were asked to type their prediction of the next word. Once entered, 
the correct word is presented, and the window slides forward by one word. c, For each word, we calculated the proportion of participants that predicted 
the forthcoming word correctly. d, Human predictability scores across words. e, Human predictability scores versus GPT-2’s predictability scores for each 
upcoming word in the podcast. f, Match between assigned probability for humans and GPT-2 and the actual accuracy for their top-one predictions.  
g, Correlation between human predictions and GPT-2 predictions (as reported in d) for different context window lengths ranging from 2 to 1,024 preceding 
tokens (blue). Correlation between human predictions and 2- to 5-gram model predictions (orange).
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Large Language Models Are Becoming Huge

Source: The Low Down (TLD) at Momentum Works



Training Datasets Are Becoming Ever Larger

1 K

1 Mill

1 Bill

1 Trill

Source: 
http://epochai.org



Explosion of New Models

JOURNAL OF LATEX 1

A Comprehensive Overview of Large Language
Models

Humza Naveed, Asad Ullah Khan*, Shi Qiu*, Muhammad Saqib*,
Saeed Anwar, Muhammad Usman, Naveed Akhtar, Nick Barnes, Ajmal Mian

Abstract—
Large Language Models (LLMs) have recently demonstrated

remarkable capabilities in natural language processing tasks and
beyond. This success of LLMs has led to a large influx of
research contributions in this direction. These works encompass
diverse topics such as architectural innovations of the underlying
neural networks, context length improvements, model alignment,
training datasets, benchmarking, efficiency and more. With the
rapid development of techniques and regular breakthroughs in
LLM research, it has become considerably challenging to perceive
the bigger picture of the advances in this direction. Considering
the rapidly emerging plethora of literature on LLMs, it is
imperative that the research community is able to benefit from a
concise yet comprehensive overview of the recent developments
in this field. This article provides that overview to the research
community. It not only focuses on a systematic treatment of the
existing literature on a broad range of LLM related concept, but
also pays special attention to providing comprehensive summaries
with extensive details about the individual existing models,
datasets and major insights. We also pay heed to aligning our
overview with the emerging outlook of this research direction
by accounting for the other recently materializing reviews of
the broader research direction of LLMs. Our self-contained
comprehensive overview of LLMs discusses relevant background
concepts along with covering the advanced topics at the frontier
of this research direction. This review article is intended to not
only provide a systematic survey, but also a quick comprehensive
reference for the researchers and practitioners to draw insights
from extensive informative summaries of the existing works to
advance the LLM research direction.

Index Terms—
Large Language Models, LLMs, chatGPT, LLM training,

LLM Benchmarking

I. INTRODUCTION

Language plays a fundamental role in facilitating commu-
nication and self-expression for humans, and likewise, com-
munication holds paramount importance for machines in their
interactions with humans and other systems. Large Language
Models (LLMs) have emerged as cutting-edge artificial intel-
ligence systems designed to process and generate text, aiming
to communicate coherently [1]. The need for LLMs stems
from the growing demand for machines to handle complex lan-
guage tasks, including translation, summarization, information
retrieval, and conversational interactions. Recently, significant
breakthroughs have been witnessed in language models, pri-
marily attributed to deep learning techniques, advancements in

Version: 01 (update on July 10, 2023).
GitHub link: https://github.com/humza909/LLM_Survey.git
* is for equal contribution.
Contact e-mail: humza_naveed@yahoo.com

Fig. 1: The trends in the number of LLM models introduced
over the years.

neural architectures like transformers, increased computational
capabilities, and the accessibility of training data extracted
from the internet [2]. These developments have brought about
a revolutionary transformation by enabling the creation of
Large Language Models (LLMs) that can approximate human-
level performance on certain evaluation benchmarks [3], [4].

LLMs, particularly pre-trained language models (PLM),
have shown tremendous generalization abilities for text under-
standing and generation tasks while trained in a self-supervised
setting on a large corpus of text [5], [6], [7]. The performance
of pre-trained language models (PLMs) improves significantly
when fine-tuned for downstream tasks, surpassing the perfor-
mance of models trained from scratch. These characteristics of
language models motivated researchers to train larger PLMs on
even bigger datasets and found that scaling model and dataset
size further improve the generalization abilities.

Now modern LLMs are capable of performing various tasks
like code generation, text generation, tool manipulation, rea-
soning, and understanding in zero-shot and few-shot settings
in diverse domains, even without requiring any fine-tuning
on downstream tasks [8], [9], [10]. Such generalization was
previously unattainable with smaller models, marking a signif-
icant advancement in language modeling. This development
has sparked enthusiasm and excitement within the research
community for the enhancement of LLM architectures and
training strategies, leading to the development of numerous
LLMs [11], [12], [13], [8], [9], [10], [14].

The graph presented in Fig 1 depicts an increasing trend
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Opportunities from Generative AI

• a customized learning experience 
• increasing accessibility for students with learning 

disabilities
• allowing instructors to scale constructive critiques for 

iterative learning and improvement in writing
• assisting in tasks (e.g., coding, creative composition, 

etc.)



Challenges from Generative AI

•output can be biased and inaccurate
•might be used to circumvent the process of learning 

and assessment in classes
• lack of affordable access for all students could 

exacerbate systemic inequalities
•might atrophy students’ ability and willingness to 

interact with others



Every instructor must deal with Generative AI

• rethink learning outcomes
• address safety and ethics
• explicitly state policies for use of Generative AI:
•prohibit
• allow with attribution
• encourage



Prohibit Generative AI tools
•discuss why academic integrity is important
•use assignments less suited to Generative AI models
• align assessments closely with class content

• in-class written paper test or oral exams
• NB: may disproportionately impact students with 

disabilities

•don’t use detection tools – they’re not reliable
•may penalize non-native speakers



Allow Generative AI tools with attribution

• educate students about risks
• consider privacy issues
• take intellectual property rights into account
•make sure there’s equal access to generative AI tools



Encourage responsible Generative AI use

•Generative AI tools are part of the future workplace
• in class, Generative AI
• can provide support for students with disabilities
• do routine work, leading to critical thinking and analysis
• be used for individualized practice, help, and tutoring
• show how they used and their impact on a domain
• provide practice in the use of Generative AI as a tool



Example 1: Editing Skills

•provide students with a short text
• ask students to:
• edit the text on their own
• run the text through a generative AI
• have students compare their editing choices to the editing 

choices made by the generative AI
• submit a final revised text
• submit reflections on why they included the final edits



Example 2: Generative AI as peer editor

• ask students to:
• have generative AI offer constructive feedback on their 

writing
• review the feedback and edit their work
• reflect on aspects of the feedback:
• which suggestions were helpful/not helpful
• are there patterns in the feedback in the suggestions?
• did the generative AI miss something?
• how can you use the feedback to improve future writing?



Example 3: Brainstorm ideas

• ask students to:
• use generative AI to brainstorm ideas for an assignment
• evaluate the ideas based on the assignment requirements 

and what has been learned in the course
• further develop their favorite idea and write the 

assignment
• reflect on the usefulness of generative AI in the 

brainstorming process 



Using Generative AI to create course content 

•Generative AI can create:
• draft for course structure/syllabi
• lecture structure and examples, figures and diagrams
• generate sets of practice problems or test questions

• instructors should follow attribution guidelines
• can be used for some types of repetitive feedback
• should not be used for formal student evaluation



Recommendations for faculty

•be explicit about expectations regarding the use of 
Generative AI tools
• prohibit/attribute/encourage

•discuss the importance of academic integrity
• integrate critique of current Generative AI 

practices/use, including ethical issues, into all stages 
of learning
•be a model of responsible Generative AI use



Recommendations for university administrators
• recognize the additional burden on instructors to adapt to 

the rapidly changing effects of Generative AI on education
• instructors should decide whether to prohibit/attribute/ 

encourage Generative AI in their classes
• academic Integrity standards should be updated with clear 

and explicit language on the use of Generative AI
• in consultation with faculty and academic staff, develop 

best practices on assessments, given the growing tension 
between the need to ensure academic integrity and the 
need to ensure access and inclusion for marginalized 
students



Every instructor will have to deal with 
Generative AI!

•CU Committee Report: http://tiny.cc/CU_GAI

•UNESCO Report: http://tiny.cc/UNESCO_GAI

•ChatGPT & Education: http://tiny.cc/ChatGPT_Ed


